CHRONIC LIVER DISEASE STAGING CLASSIFICATION BASED ON ULTRASOUND, CLINICAL AND LABORATORIAL DATA
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ABSTRACT

In this work the identification and diagnosis of various stages of chronic liver disease is addressed. The classification results of a support vector machine, a decision tree and a k-nearest neighbor classifier are compared. Ultrasound image intensity and textural features are jointly used with clinical and laboratorial data in the staging process.

The classifiers training is performed by using a population of 97 patients at six different stages of chronic liver disease and a leave-one-out cross-validation strategy.

The best results are obtained using the support vector machine with a radial-basis kernel, with 73.20% of overall accuracy. The good performance of the method is a promising indicator that it can be used, in a non invasive way, to provide reliable information about the chronic liver disease staging.

Index Terms—Chronic liver disease, Tissue characterization, Ultrasound, Classification

1. INTRODUCTION

Staging of liver disease is needed because it is progressive, most of the time asymptomatic and potentially fatal. An accurate characterization of the disease is difficult but crucial to prevent its evolution and avoid irreversible pathologies such as the hepatocellular carcinoma.

Fatty liver infiltration (steatosis) is the earliest stage of the liver disease and occurs when the fat content in hepatocytes significantly increase. It is asymptomatic and the progress of the hepatic injury to other conditions, more severe, is common, e.g., fibrosis. Pathologically, fibrosis appears during the course of tissue injury or organ damage and its progression rate strongly depends on the cause of liver disease, such as chronic hepatitis [1].

Cirrhosis is the end-stage of every chronic liver disease. It is characterized by an asymptomatic stage, known as compensated cirrhosis, followed by a rapidly progressive phase where liver dysfunction occurs, called decompensated cirrhosis. The most severe evolution condition of the cirrhosis is the hepatocellular carcinoma (HCC), also called, primary liver cancer [1].

Liver biopsy is the most accurate method for diagnosis. However it is highly invasive and several medical image modalities are valuable alternative methods to detect and quantify this disease [1]. The non-ionizing and non-invasive nature of ultrasound (US) imaging and its widespread presence at almost all medical and clinical facilities makes it the preferred method for assessing steatosis and other liver diseases such as cirrhosis. Nevertheless, the echo pattern observed in the US liver images in different chronic liver disease stages is difficult to distinguish [2], as shown in Fig. 1.

In [3] it is referred that the pulse echo data from different grain types contain distinguishable statistical regularities. In addition, the study in [4] proposes a quantitative tissue characterization to increase the usefulness of US for evaluating the diffuse liver disease. Thus, the characteristic granular pattern affecting US images, called speckle, may contain useful information for diagnosing different pathologies.

This paper uses a set of features from speckle and de-
speckled image fields, computed from US images, to detect chronic liver disease. The commonest features described in literature for the diagnosis of diffuse liver diseases include first order statistics, co-occurrence matrices, wavelet transform, attenuation and backscattering parameters and coefficients [5, 6, 7, 8].

Spatial resolution plays a central role in pattern analysis because US images typically exhibit anisotropic pattern characteristics that can be used for diagnosis.

In this sense it is proposed a method to detect chronic liver disease based on an image processing procedure that decomposes the US images of the liver parenchyma into two fields: the speckle image containing textural information and the des-speckled image containing intensity and anatomical information of the liver. Features extracted from these fields, as well as clinical and laboratorial features, are used to train a supervised classifier to detect the disease.

The chronic liver disease stages are considered and several classifiers are used to assess the discriminative power of the selected features: (i) the support vector machine (SVM), (ii) the decision tree and (iii) the k-nearest neighbor (kNN).

Several figures of merit (FOM) were computed to assess and compare the performance of each classifier.

This paper is organized as follows. Section 2 formulates the problem and describes the pre-processing procedures, the extraction and selection of features and classifiers. Section 3 presents the experimental tests and reports the classification results. In addition, the correlation between US features and disease profile is discussed. Section 4 concludes the paper.

2. PROBLEM FORMULATION

The decomposition procedure described in [9] to separate the textural and intensity information within US images is here adopted. In this approach an estimation of the radio frequency (RF) raw data is firstly done based on physical considerations about the data generation process, namely, by taking into account the dynamic range compression performed by the ultrasound equipment over the signal generated by the US probe. The observation model, in this approach, also considers the brightness and contrast parameters tuned by the medical doctor during the exam which changes from patient to patient.

The estimated RF image is decomposed in de-speckled and speckle fields according to the following model [10]

\[ y(i, j) = x(i, j)\eta(i, j), \]

where \(\eta(i, j)\) are considered independent and identically distributed (i.i.d.) random variables with Rayleigh distribution. This image describes the noise and textural information and is called speckle field. In this model, the noise is multiplicative in the sense that its variance, observed in the original image, depends on the underlying signal, \(x(i, j)\). Fig.2 illustrates an example of the decomposition methodology.

In clinical practice, the commonest criteria to assess chronic liver disease are the increase of the echo intensity decay along the depth, changes of the hepatic parenchyma texture and changes in the liver boundaries [2]. Here the following extend set of US image features are considered from the de-speckled field:

1. **Acoustic attenuation coefficient**, \(m\), measured by the slope coefficient of the linear regression of intensities along the depth/lines [6],
2. **First-order statistics**, including the mean (\(\mu\)) and variance (\(\sigma^2\)) of the pixel intensities;
3. **Wavelet energies**, measures by the vertical (\(E_v\)) and horizontal (\(E_h\)) detail energies of the first Haar wavelet decomposition and
4. **Autoregressive (AR) coefficients of a first order 2D model**, \([a_{0,0}, a_{1,0}, a_{0,1}]\) (the first order model was adopted because it was confirmed by [8] that in this scope it leads to the minimum error probability).

Besides image based features, several other clinical data and biochemical tests are useful for evaluating and managing patients with hepatic dysfunction. The clinical study of the disease, conducted in [1], reported the following meaningful clinical information to be used:

1. Cause of disease (**diagnose**), which include none (0), alcohol (1), hepatitis B (2), hepatitis C (3), alcoholic hepatitis B (4) and C (5) and others (6), and the following binary indicators:
2. **Tumor** (\(T\)),
3. **Ascites** (A) which is the presence of free fluid within the peritoneal cavity; encephalopathy (\(Ence\)),
4. **Gastro-Intestinal bleeding (GIH)** infection (\(Inf\)) and alcoholic habits (\(Alc\)).

The laboratorial features related with the liver function [1] are: i) total bilirubin (\(Bil\)), ii) prothrombin time (\(INR\)), iii) albumin (\(Al\)), iv) creatinine (\(Crea\)), v) aspartate transaminase (\(AST\)), vi) alanine transaminase (\(ALT\)), vii) gamma glutamyl transpeptidase (\(gGT\)), viii) glycemia (\(Gly\)) and ix) sodium (\(Na\)).

Fig. 2. Decomposition procedure of US liver parenchyma. 

(a) Observed B-mode US image. Estimated b) envelope RF image, c) de-despeckled and d) speckle image fields.
All these features, organized in a 28 length vector, are used to train each tested classifier and a forward selection method with the criterion of 1 - Nearest Neighbor leave-one-out cross-validation (LOOCV) performance was used to select the most significant features and increase the discriminative power of the classifier. Three different classifiers were implemented and tested: i) the SVM, ii) decision tree and iii) k-nearest neighbor (kNN). A short description of each one is provided.

The aim of SVM is to find a decision plane that has a maximum distance (margin) from the nearest training pattern [7]. Given the training data \( \{(x_i, \omega_i) | \omega_i = 1 \text{ or } -1, \ i = 1, ..., N\} \) for a two-class classification (where \( x_i \) is the input feature; \( \omega_i \) is the class label and \( N \) is the number of training sample), the SVM maps the features to a higher-dimensional space. Then, SVM finds a hyperplane to separate the two classes with the decision boundary set by the support vectors [7]. In this paper, a multiclass SVM classifier was adopted, using a Gaussian radial-basis kernel function and a polynomial kernel.

Decision tree is a supervised classifier that has found application in medical-image analysis. A node in a tree represents a test on a particular feature, and each branch from that node represents the possible outcome to the test. A path in the tree, from the root of the tree to an end leaf, specifies the classification, with the end leaf representing an object class. Several methods have been proposed for the tree structure design. In this work, the algorithm proposed by [11] is adopted.

The non-parametric kNN classifier is also tested in this paper. It classifies a test sample to a class according to the majority of the training neighbors in the feature space by using the minimum Euclidean distance criterion [4].

All classifiers were implemented using the algorithm proposed by [11].

3. EXPERIMENTAL RESULTS

Ninety seven data samples were obtained from 97 patients. The patients were selected from a gastroenterology department of the Santa Maria Hospital, in Lisbon, with known diagnosis. The samples were labeled in six classes; Normal, \( \omega_N \), Steatosis, \( \omega_S \), Chronic Hepatitis without cirrhosis, \( \omega_{CHC} \), Compensated Cirrhosis, \( \omega_{CC} \), Decompensated Cirrhosis, \( \omega_{DC} \), and Hepatocellular Carcinoma, \( \omega_{HCC} \). Among them, 34 belong to \( \omega_N \), 4 to \( \omega_S \), 9 to \( \omega_{CHC} \) and \( \omega_{CC} \), 35 to \( \omega_{DC} \) and 6 patients to \( \omega_{HCC} \).

A ROI of 128 \( \times \) 128 pixels along the medial axis was extracted from each image. No acquisition protocol was used because the RF estimation procedure attenuates differences between images acquired in different conditions. The LOOCV strategy was used in the training and testing process, due to the number of observations [12].

Using the feature selection method proposed for evaluating the feature set, six optimal features were obtained. The features, displayed in a decreasing performance order, are: \( INR, diagnose, m, T, Ence \) and \( E_V \). It is important to stress that the optimal set of features is composed of three clinical features (\( diagnose, T \) and \( Ence \)), two US image features (\( m \) and \( E_V \)) and one laboratory feature (\( INR \)), which support the strategy of including features taken from different sources (image, clinical, etc) as it is used in medical practice.

Table 1 shows that the \( steatosis \) group, \( \omega_S \), had the lowest mean value, 1.053, of \( INR \) and the compensated cirrhosis group, \( \omega_{CC} \), had the highest mean value, 1.608, with highest variance, 1.494. The importance of this feature for classification is in accordance with the findings reported by [13] which stated that the \( INR \) can be used to quantify coagulopathy and hepatic synthetic dysfunction in this liver disease.

As expected, the feature \( diagnose \) is higher for increasing disease severity. Nevertheless, in the classes \( \omega_{CC}, \omega_{DC} \) and \( \omega_{HCC} \), we can observe a dispersion of the causes/diagnosis that led to that disease stage. The same behavior can be verified in the encephalopathy, \( (Ence) \) and tumor (\( T \)) features.

The slope index (\( m \)) which characterizes tissue attenuation also showed complete differentiation between classes, specially for separating normal liver (\( \omega_N \)) from other more severe stages (\( \omega_{HC}, \omega_{C} \) and \( \omega_{D} \)). This finding is in accordance with the study of [6]. Similar results can also be reported in the vertical detail energy (\( E_V \)) of the wavelet transform, where differences in the mean values are observed from class to class. These facts suggest the usefulness of attenuation and textural parameters for identifying different types of liver disease.

The classification technique significantly affects the final diagnosis [4]. Using the LOOCV method, the same data set was tested with different types of classifiers, namely a kNN, a decision tree classifier and a SVM classifier with polynomial (\( SVM_P \)) and radial-basis (\( SVM_R \)) kernels.

To determine the optimal parameters for the classifiers the following procedures were done. The kNN algorithm was implemented for values of \( k=1,2,3,5,7 \) and 9. The \( SVM_P \) was trained with a degree range of \([1 : 5]\) and the \( SVM_R \) was implemented with a radius close to 1 \((0.1,0.2,....,2)\). The best performance of the kNN classifier was achieved with \( k=5 \), which resulted in an error rate of 29.90%. Considering the SVM classifiers, the optimal \( SVM_P \) corresponds to a degree of 3 while the optimal \( SVM_R \) has a radius of 0.6 (both with error rates of 26.80%). In the case of the decision tree classifier, the computation was performed using a purity binary splitting criterion, with no pruning, as suggested by [11].

The overall accuracies achieved using the referred classifiers are summarized in Table 2. The best overall result was obtained using the SVM classifier, \( SVM_P \) and \( SVM_R \). Moreover, the results obtained using the \( SVM_R \), showed a better capability for differentiating normal liver (\( \omega_N \)) and a decompensated cirrhosis (\( \omega_{DC} \)) from the other stages, with an accuracy of 94.12% and 97.14%, respectively. This last result is particularly relevant since \( \omega_{DC} \) is characterized by major complications with lower survival rate.
Although the best overall, \( \omega_N \) and \( \omega_{DC} \) accuracies were achieved with the SVM classifier, a similar behavior was not observed for the other classes. The best individual accuracy regarding the classification of \( \omega_{HCC} \) was achieved with the kNN classifier, with a diagnostic yield of 83.33%. In the case of \( \omega_C \) and \( \omega_{CHC} \) the best individual accuracy was obtained with the decision tree classifier, with the result of 44.44% and 11.11%, respectively.

In the case of \( \omega_S \), the classification process failed to distinguish this class from the other ones. The main reason for this result is related to the low number of patients (n=4) that characterize the class.

<table>
<thead>
<tr>
<th>Feature</th>
<th>( \omega_N )</th>
<th>( \omega_S )</th>
<th>( \omega_{CHC} )</th>
<th>( \omega_C )</th>
<th>( \omega_{DC} )</th>
<th>( \omega_{HCC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>1.206</td>
<td>0.00</td>
<td>0.147</td>
<td>0.00</td>
<td>0.134</td>
<td>Overall 70.1</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.355</td>
<td>0.00</td>
<td>0.129</td>
<td>0.00</td>
<td>0.031</td>
<td>58.76</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1.053</td>
<td>-0.034</td>
<td>0.00</td>
<td>0.00</td>
<td>0.082</td>
<td>73.53</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.009</td>
<td>0.049</td>
<td>0.00</td>
<td>0.00</td>
<td>0.012</td>
<td>11.11</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1.218</td>
<td>-0.081</td>
<td>0.00</td>
<td>0.00</td>
<td>0.081</td>
<td>94.12</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.033</td>
<td>0.008</td>
<td>0.00</td>
<td>0.00</td>
<td>0.005</td>
<td>58.76</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1.608</td>
<td>0.053</td>
<td>0.00</td>
<td>0.00</td>
<td>0.146</td>
<td>Overall 70.1</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1.494</td>
<td>0.011</td>
<td>0.00</td>
<td>0.00</td>
<td>0.006</td>
<td>58.76</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1.432</td>
<td>-0.454</td>
<td>0.00</td>
<td>0.00</td>
<td>0.280</td>
<td>73.20</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.072</td>
<td>4.956</td>
<td>0.00</td>
<td>0.00</td>
<td>1.089</td>
<td>58.76</td>
</tr>
<tr>
<td>( \mu )</td>
<td>1.105</td>
<td>-0.025</td>
<td>0.00</td>
<td>0.00</td>
<td>0.140</td>
<td>73.20</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.021</td>
<td>0.024</td>
<td>0.00</td>
<td>0.00</td>
<td>0.025</td>
<td>58.76</td>
</tr>
</tbody>
</table>

Table 1. Mean (\( \mu \)) and variance (\( \sigma^2 \)) of features belonging to each class.

Table 2. Overall and individual class accuracies (%) obtained with different classifiers.

4. CONCLUSIONS

Results shown throughout this paper suggest the usefulness of combining US image features with laboratory and clinical parameters for accurately identifying different stages of chronic liver disease.

A novelty introduced in this work is a pre-processing step which enables to obtain a de-speckled (intensity) and a speckle (texture) image field, from where distinct intensity and textural features can be extracted.

An optimal feature set, obtained by means of forward selection, was found to be: \( INR, \) \( diagnose, m, T, Ence \) and \( E_V \). This observation reinforces the relevance of combining features from various sources to improve classification.

The SVM classifier outperformed the kNN and the decision tree classifiers, showing the highest overall and individual class accuracies for classifying \( \omega_N \) and \( \omega_{DC} \) (97.14%) groups. Moreover, the kNN classifier yields the best performance for correctly classifying in \( \omega_{HCC} \) while in \( \omega_C \) and \( \omega_{CHC} \) the decision tree classifier performs better.

In the future the authors intend to (i) expand the data set in order to obtain an equitable number of samples in each class, (ii) include other features to increase diagnostic accuracy and (iii) perform a more exhaustive analysis in terms of classifiers, such as using a combination of classifiers.
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