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Purpose: Fatty liver disease (FLD) is an increasing prevalent disease that can be reversed if detected early. Ultrasound is the safest and ubiquitous method for identifying FLD. Since expert sonographers are required to accurately interpret the liver ultrasound images, lack of the same will result in interobserver variability. For more objective interpretation, high accuracy, and quick second opinions, computer aided diagnostic (CAD) techniques may be exploited. The purpose of this work is to develop one such CAD technique for accurate classification of normal livers and abnormal livers affected by FLD.

Methods: In this paper, the authors present a CAD technique (called Symtosis) that uses a novel combination of significant features based on the texture, wavelet transform, and higher order spectra of the liver ultrasound images in various supervised learning-based classifiers in order to determine parameters that classify normal and FLD-affected abnormal livers.

Results: On evaluating the proposed technique on a database of 58 abnormal and 42 normal liver ultrasound images, the authors were able to achieve a high classification accuracy of 93.3% using the decision tree classifier.

Conclusions: This high accuracy added to the completely automated classification procedure makes the authors’ proposed technique highly suitable for clinical deployment and usage. © 2012 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4725759]
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I. INTRODUCTION

Fatty liver disease (FLD) or hepatic steatosis is a condition which is characterized by the presence of vacuoles of triglyceride fat in liver cells. This accumulation of fat happens through a process called steatosis in which there is abnormal retention of lipids in the cells. Some of the key causes of FLD are chronic alcohol consumption, obesity due to insulin resistance, and metabolic syndrome.1,2 There are two major types of FLD based on the contribution of alcohol, namely, alcoholic steatosis and nonalcoholic fatty liver disease (NAFLD). NAFLD is progressively prevalent in Western countries and affects people of all ages and ethnicities.3,4 Both alcoholic and nonalcoholic FLD, if left undetected and untreated, will progress to advanced liver diseases like inflammation (steatohepatitis), cirrhosis, and liver cancer. However, if found and treated early, FLD may be reversible. Therefore, early detection is of utmost importance in order to save patients from unwanted anxiety and also to reduce costs associated with providing treatments for advanced liver diseases. Liver biopsy is currently the standard for the assessment of steatosis. It is, however, invasive, uncomfortable, and prone to sampling errors.5–7 The noninvasive techniques include ultrasound, computed tomography (CT), and magnetic resonance imaging (MRI). Even though these methods have shown promise in detecting fatty infiltration in the liver, they
are insensitive in detecting steatosis of less than 25%–30%. In the case of ultrasound, FLD causes increased echogenicity on ultrasound causing the liver to appear brighter than the cortex of the ipsilateral kidney. Ultrasound has a sensitivity of around 82%–94% and specificity greater than 82% for detecting a fatty liver. Even though ultrasound is more sensitive than CT, it is less specific and also has poor visualization in obese patients.

In the case of CT imaging, hepatic steatosis produces an attenuation that is lower for the hepatic parenchyma than for the surrounding blood vessels, spleen, and the kidneys, thereby enabling the visualization of the presence of the steatotic liver. CT is limited by the calibrations required for different scanners and interobserver variabilities. MRI presents anatomical information of the imaged liver and magnetic resonance spectroscopy (MRS) provides a biochemical component. MR has demonstrated that it can detect small fat fractions of less than 33%. However, MR techniques, especially MRS, can be technically challenging. A good MRS of the liver requires good spatial resolution, high SNR, and adequate compensation for or elimination of patient motion.

Among all these modalities, ultrasound is the most commonly used modality due to its widespread availability in current clinical practice. In order to improve the specificity of ultrasound and also to address the interobserver variability issue that is common in medical image interpretation, computer aided diagnostic (CAD) or data mining techniques can be developed to more objectively and accurately detect the presence or absence of FLD in ultrasound images of liver. These techniques use the acquired ultrasound images to extract meaningful and discriminative features that are capable of adequately distinguishing a normal liver from an abnormal liver that is affected by FLD. These features are fed to supervised learning-based classifiers to train the classifiers to enable them to learn the parameters that effectively differentiate the patterns belonging to either of the classes. Thereafter, these learned parameters are used to classify new liver images into normal and abnormal categories. FLD affects the entire liver or a lobe of the liver, and hence, causes changes in the texture of the liver in the B-mode ultrasound (US) images. As indicated earlier, due to failure in fat metabolism, there is an increase in the deposition of fat in the liver which in turn gives rise to an increased brightness in the ultrasound and results in changes in the image texture. Therefore, texture of the image has been studied as one of the key distinguishing features in this work. We have also extracted higher order spectral (HOS) features that characterize the nonlinearity in the images and discrete wavelet transform (DWT)-based features that quantify the changes occurring in the time-frequency domain of the images. We have demonstrated that a combination of these three types of features which extract significant information from the liver images is capable of discriminating normal and abnormal liver images with high classification accuracy. These features have been briefed in Sec. II.B.

The block diagram of the proposed CAD technique, named Symtosis, is shown in Fig. 1. In the offline training system, the acquired ultrasound liver images in the training set are preprocessed, and three sets of features, namely, HOS, texture, and DWT, are extracted from the images in the Feature Extraction step. In the Feature Selection step, in order to reduce the dimensionality of the extracted feature set and to select only unique and highly discriminating features, the extracted features are subjected to the Student's t-test and only significant features are selected to form the final feature set. During Offline Classification, the significant feature set and the ground truth of whether the images belong to normal or abnormal cases (as predicted by doctors or by lab results) are used as inputs to several supervised learning-based classifiers in order to train them to determine appropriate parameters for differentiating both classes based on the features. The obtained Training Parameters are the output of the offline training system. In the online real-time system, which is the one that will be used by the end-user, the test images are preprocessed and the features reported as significant by the offline system are calculated from the test images. Subsequently, in the Online Classification step, the training parameters from the offline system are used on the calculated features to determine the class of the images. The resultant class labels are used to determine five performance measures, namely, accuracy, sensitivity, specificity, and positive predictive value (PPV), and area under the receiver operating characteristic curve (AUC). Definitions of these measures are given in Sec. II.D.
The key contributions of this paper are the (a) development of a completely automated CAD technique for detection of FLD in ultrasound liver images and (b) determination of a powerful combination of highly representative features for achieving high accuracy for automatic classification of the liver disease.

The paper is organized as follows. In Sec. II, we describe the data acquisition, extracted features, statistical techniques, and the classifiers. In Sec. III, we present the significant features and classification results. Section IV summarizes key findings in related studies in literature and compares and discusses the results obtained in this work. We conclude the paper in Sec. V.

II. MATERIALS AND METHODS

In this section, we describe the data used in this work, and present brief descriptions of the features extracted, statistical techniques used, and the classifiers evaluated. The MATLAB software was used for coding and analysis in this work.

II.A. Patient data

One hundred ultrasound liver images were used for classifier development and evaluation in this work. Among these 100 cases, 58 were abnormal (affected by FLD) and 42 were normal images. The ultrasound images of normal and fatty livers were acquired by expert operators with the ultrasound equipment in a hospital facility. All the images were collected from routine cases and were consecutively recruited. No challenges were faced during patient recruitment. The ultrasound images were obtained by a Philips CX® 50 ultrasound machine. All images were captured with 1024 × 1024 pixels with a gray level resolution of 8 bits/pixel. Images were stored in the Digital Imaging and Communications in Medicine (DICOM) format. The default computer interface given by the manufacturer was used for the input of patient data and further ultrasound image acquisition. The broadband curved array transducer C5-1 from Philips® was used. It is composed by 160 piezoelectric elements with a curved array shape, and had the operating frequency range from 1 to 5 MHz.

A calibration procedure and an ultrasound machine settings preset were developed before the data collection phase, in order to obtain reproducible results. To perform the calibration and consequent preset, images from 20 normal liver patients, according to the laboratory analysis and with a body mass index (BMI) within the normal range (18.5–24.9), were scanned. Different imaging conditions were trained, mainly transducer frequency, gain, time gain compensation (TGC), dynamic range, focus, and depth. Using this procedure it is believed that standardization in all image acquisition is achieved, as reported by Kadah et al. 17

The established ultrasound machine preset for this study, after the calibration step, was set by using a fundamental frequency of 3.5 MHz, an image depth of 15 cm, and two focal zones were used and set at the central portion of the image (7.5 cm). The dynamic range was set at 70 dB and the gain was variable, according to the patient biotype. TGC was set to its central position and kept constant through the examinations, eliminating this variable parameter. Acquiring US images only from the right liver lobe also allowed standardizing the acquisition protocol. According to patient biotype, different transducer orientation angles were performed, using as protocol the same liver anatomical landmarks. Patients were positioned in supine, comfortable, and asked to breathe gently, avoiding major patient motion.

The ground truth as to whether each image was normal or abnormal was determined manually by the operators and confirmed by indicators obtained from laboratory analysis. A region of interest (ROI) of 128 × 128 pixels along the medial axis was extracted from each image. Typical images of normal and abnormal liver are shown in Fig. 2.

II.B. Grayscale feature extraction

II.B.1. HOS-based features

Higher order spectra-based features quantify the nonlinear behavior of a process. 18 Pixels in the ultrasound images are very randomly distributed with possible nonlinear interactions among the frequency components and perhaps some form of phase coupling. These random distributions cannot be fully described by second-order measures, but the HOS features are capable of capturing these distributions. They are useful in detecting nonlinear coupling and deviation from Gaussianity, and features derived from HOS can be made invariant to shift, rotation, and amplification. The HOS of Gaussian signals are statistically zero thus making HOS more robust to Gaussian noise. 19 Therefore, we have chosen HOS as one of the key features for quantifying the subtle changes in the normal and abnormal images.

Higher order statistics deal with higher order moments (order greater than two) and nonlinear combinations of these higher order moments, called the higher order cumulants. The bispectrum, which is the spectrum of the third order cumulants, is one of the most commonly used HOS features. Prior to the calculation of the bispectrum, the preprocessed images...
were first subjected to Radon transform. This transform determines the line integrals along many parallel paths in the image from different angles $\theta$ by rotating the image around its center. Hence, the intensities of the pixels along these lines are projected into points in the resultant transformed signal. Thus, the Radon transform converts a 2D image into a 1D signal at various angles. This 1D signal is then used to determine the bispectrum, which is a complex valued function of two frequencies $f_1$ and $f_2$ given by

$$ B(f_1, f_2) = E[X(f_1)X(f_2)X^*(f_1 + f_2)], \quad (1) $$

where $X(f)$ is the Fourier transform of the signal studied, $E[.]$ stands for the expectation operation, and $*$ stands for the conjugate operator. As per the equation, the bispectrum is the product of the three Fourier coefficients. The function exhibits symmetry, and is computed in the nonredundant/principal domain region $\Omega$ as shown in Fig. 3.

The bispectrum phase entropy $^{21-23}$ obtained from the bispectrum is used as one of the features in this work. This bispectrum phase entropy ($\text{ePRes}$) is defined as

$$ \text{ePRes} = \sum_n p(\psi_n) \log(p(\psi_n)), \quad (2) $$

where

$$ p(\psi_n) = \frac{1}{L} \sum_{\Omega} l(\phi(B(f_1, f_2)) \in \psi_n). \quad (3) $$

$$ \psi_n = [\phi - \pi + 2\pi n/N \leq \phi < -\pi + 2\pi (n + 1)/N], \quad n = 0, 1, \ldots, N - 1, \quad (4) $$

where $L$ is the number of points within the region $\Omega$, $\phi$ is the phase angle of the bispectrum, and $l(.)$ is an indicator function which gives a value of 1 when the phase angle is within the range depicted by $\psi_n$ in Eq. (4). In this work, we calculated the Radon transformed signals for every $1^\circ$ step size and then determined the phase entropy of these signals. Entropies are generally used to characterize the regularity or irregularity of the pixels in the image. If the resulting Radon transformed signal obtained from the liver image at a particular angle is perfectly periodic and predictable, then the consequent phase entropy would be zero. As the signal becomes more random, the entropy increases. In this work, it was observed that the normal images had more randomness than the abnormal images (Sec. III.A).

II.B.2. Texture-based features

The presence of various granular structures in the liver ultrasound images makes the use of image texture analysis techniques suitable for liver image classification. In most image processing applications, assumptions are made regarding the uniformity of gray-level intensity values in the image. In real applications, most images have a variation in gray levels which are repetitive and these variations are characterized as the texture of the image. $^{25}$ The most commonly used texture matrices are the gray level co-occurrence matrix (GLCM) and the run length matrix. We have calculated one homogeneity feature from the GLCM (Ref. 26) and three features from the run length matrix. $^{27}$ These features are described briefly below.

**Texture homogeneity:** The gray level co-occurrence matrix of an image of size $m \times n$ is defined as follows:

$$ C_d(i, j) = \left\{ (p, q), (p + \Delta x, q + \Delta y) : I(p, q) = i, I(p + \Delta x, q + \Delta y) = j \right\}, \quad (5) $$

where $(p, q), (p + \Delta x, q + \Delta y)$ belong to $m \times n, d = (\Delta x, \Delta y)$, and $\text{l.\.l.}$ denotes the set cardinality. The probability of a pixel with a gray level intensity value $i$ having a pixel with a gray level intensity value $j$ at a distance $(\Delta x, \Delta y)$ away in an image is defined as

$$ P_d(i, j) = \frac{C_d(i, j)}{\sum_{i<} \sum_{j>} C_d(i, j)}. \quad (6) $$

The homogeneity of the image is now defined as

$$ C_h = \sum_{i} \sum_{j} \left( \frac{P_d(i, j)}{1 + |i - j|} \right). \quad (7) $$

The homogeneity measures the closeness of the distribution of the co-occurrence matrix elements to the main diagonal. A homogenous image will give rise to a $P_d(i, j)$ clustered around the main diagonal. In other words, the similarity between two pixels that are $(\Delta x, \Delta y)$ apart is measured by the homogeneity feature.

**Texture run percentage (TexRL):** The run percentage is a texture property derived from the run length matrix of an image. The run length matrix $P_d$ contains all the elements, where the gray level value $i$ has the run length $j$ continuous in direction $\theta$. $^{27}$ Often the direction $\theta$ is set as $0^\circ, 45^\circ, 90^\circ$, or $135^\circ$. The run percentage is defined as the total number of runs in the image divided by the total number of pixels in the image as depicted in Eq. (8):

$$ \text{TexRL} = \frac{\sum_{i=1}^{N_g} \sum_{j=1}^{N_i} P_d(i, j)}{N_p}. \quad (8) $$

Run percentage has the lowest value for images with the most linear structure. Here, $P_d(i, j)$ is the element of the run length matrix, $N_p$ is the total number of pixels in the image.
$N_g$ is the number of gray levels in the image, and $N_r$ is the number of different run lengths that occur.

**Short run emphasis (SRE):** Based on the run length matrix, the short run emphasis is defined as

$$SRE = \frac{\sum_{i=1}^{N_r} \sum_{j=1}^{N_g} P_0(i, j)}{\sum_{i=1}^{N_r} \sum_{j=1}^{N_g} P_0(i, j)}$$

where the index $i$ runs over the gray level values in the image and the index $j$ runs over the run length. Higher values of $j$, i.e., long run lengths will contribute less to the sum in Eq. (9) and consequently higher sum emphasizes short runs.

**Gray level nonuniformity (GLNU):** The gray level nonuniformity is defined as

$$GLNU = \frac{\sum_{i=1}^{N_r} \left( \sum_{j=1}^{N_g} P_0(i, j) \right)^2}{\sum_{i=1}^{N_r} \sum_{j=1}^{N_g} P_0(i, j)}$$

The gray level nonuniformity squares the run lengths for each gray value. Hence, longer run lengths will make significant contributions to the summation, i.e., uniform images will have higher values of this sum as compared to images that are nonuniform in their gray levels.

## II.B.3. DWT-based features

A wavelet transform is the representation of a function by wavelets, which are scaled and translated copies of a basic wavelet shape called the “mother wavelet.” Mother wavelets are functions that are localized in both time and frequency and have varying amplitudes during a limited time period and very low or zero amplitude outside that time period. Wavelet transforms such as continuous wavelet transform (CWT), DWT, and wavelet packet decomposition (DWT) determine a limited number of wavelets coefficients that adequately describe the image. Two-dimensional DWT was used in this work. DWT analyzes the image at different frequency bands with different resolutions by decomposing the image into coarse approximation and detail information. The approximation coefficients are obtained by passing the image through a low pass filter (LPF), and the detail coefficients are obtained by filtering the image using a high pass filter (HPF). This decomposition is done recursively on the low pass approximation coefficients obtained at each level until the desired number of iterations is reached.

An illustration of DWT is given in Fig. 4. The rows of the image $I$ are convolved using a LPF and the columns of the convolved output are down-sampled, i.e., only the even indexed columns are retained for further filtering. Next, the down-sampled columns are passed through another LPF, the output of which is again sampled to keep the even indexed rows alone. These are the approximation coefficients $cA_1$ at level 1. Similarly, the down-sampled columns are passed through a HPF, sampled to retain the even indexed rows alone to get the horizontal detail coefficients $cH_1$. In a similar fashion, the rows of the image $I$ are high passed filtered and processed through a set of low pass and high pass filters to get the vertical detail coefficients $cV_1$ and diagonal detail coefficients $cD_1$, respectively. In our work, we calculated the averages of each set of coefficients $cA_1$, $cH_1$, $cV_1$, and $cD_1$ at level 1, and again found the average of these individual averages. This overall average value was used as a feature.

## II.C. Classification paradigm in Symtosis system

Most of the supervised learning-based classifiers have a black box approach to determining the end results, i.e., the end-user would not be able to comprehend how the classifier determined the output class label from the input features. On the contrary, both decision tree (DT) and Fuzzy classifiers output feature-based rules for classifying future samples, and hence, are more comprehensible to the end-user. Medical practitioners, who are the end-users of such CAD-based diagnostic software, would prefer the classification protocol to be more transparent in order to have confidence in the output. Therefore, we chose these two classifiers in this work.

**Decision Tree:** In the case of DT, the input features are used to construct a tree, and then a set of rules for the different classes are derived from the tree. More details on how to construct a decision tree using features can be found in Refs. 28 and 29. The obtained rules are used to predict the class of a new data.

**Fuzzy classifier:** In the case of Fuzzy classifier, a subtractive clustering technique was used to generate a Fuzzy inference system (FIS). The FIS structure contains if–then rules that specify a relationship between the input and output fuzzy sets. Each input and output has as many membership functions as the number of clusters. The clustering technique estimates the number of clusters and the cluster centers in the examined dataset. Radius parameter is used to indicate a cluster center’s range of influence in each of the data dimensions. The determined is used to perform fuzzy inference.
II.D. Statistical analysis

In order to select unique and highly discriminating features, the Student’s t-test was used to select the features that were significantly different between the normal and abnormal cases. In this test, initially, for each feature, the null hypothesis is assumed to consider that the mean of the feature from the normal class is equal to the mean of the feature from the abnormal class. Subsequently, the t-statistic, which is the ratio of difference between the means of two classes to the standard error between class means, and the corresponding p-value are calculated. The p-value is the probability of rejecting the null hypothesis given that the null hypothesis is true. A low p-value (less than 0.01 or 0.05) indicates rejection of null hypothesis, which implies that the means are not equal in both classes and are significantly different, and hence, the feature is significant.

Sensitivity, specificity, positive predictive value, and accuracy were calculated to evaluate the performance of the classifiers. True negative (TN) is the number of normal samples identified as normal. True positive (TP) is the number of abnormal samples identified as abnormal. False negative (FN), on the other hand, is the number of abnormal samples identified as normal and False positive (FP) is the number of normal samples identified as abnormal. Sensitivity, which is the probability that a test will produce a positive result when used on abnormal population, is calculated as TP/(TP + FN) and specificity, which is the probability that a test will produce a negative result when used on normal disease-free population, is determined as TN/(TN + FP). PPV, which is the probability that the patient is abnormal when restricted to those patients who test positive, is calculated as TP/(TP + FP), and accuracy, which is the ratio of the number of correctly classified samples to the total number of samples, is calculated as (TP + FP)/(TP + FP + TN + FN).

Another important performance measure is the area under the receiver operating characteristic (ROC) curve, called AUC. The ROC curve is obtained by calculating the sensitivity and specificity of a classifier at different cut-off values and plotting sensitivity vs (1-specificity). A classifier that perfectly discriminates between the two classes would yield a curve that coincides with the left and top sides of the plot. This means that sensitivity is high and the FPR is low. A classifier that is completely useless would give a straight line that follows a diagonal path from the bottom left corner to the top right corner. Generally, the curve will lie somewhere between these extremes because of the overlap of the values in the two classes. The goodness of a classifier is assessed by determining the AUC. For an ideal test, the AUC would be 1. For a useless classifier, which follows the diagonal ROC curve, the AUC would be 0.5 which is equivalent to having sensitivity and specificity of 0.5 (50%). Hence, in practice, the closer the AUC is to 1.0, the better the classifier is, and the closer the AUC is to 0.5, the worse the classifier is.

III. RESULTS

III.A. Significant features

As shown in Table I, all the three selected features had statistically significant differences between the abnormal and normal classes, as indicated by the low p-value (<0.01). The table also presents the mean and standard deviation of all the features. In the case of HOS-based features, one phase entropy-based feature obtained for Radon transform angle $\theta = 12^\circ$, denoted in Table I as ePRes(12$^\circ$), was found to be significant. In the case of texture features, only the short run entropy-based feature was significant. To obtain the DWT features, around 54 mother wavelets were studied to find the mean value of the level 1 coefficients. Among them, the mean of the coefficients obtained at level one of decomposition using the sym4 mother wavelet was found to be significantly different between the two classes. In the case of abnormal images, all the features have registered lower values compared to that of the normal cases.

III.B. Symtosis classification results

In view of the low sample size, threefold stratified cross-validation was employed to obtain robust classifiers. In this resampling technique, the entire dataset is randomly split into three equal parts, each part containing the same proportion of samples from both the classes. No image is repeated in any of the parts. In the first fold, two parts of the data are used for training the classifier, and the remaining one part is used for testing the trained classifier and to obtain the performance measures. This procedure is repeated twice, using a new test set each time. The average of the performance measures obtained during each fold is taken to be the final values of the performance measures. To be specific, ~10 normal and 15 abnormal cases are used in each fold. Classification accuracy, sensitivity, specificity, PPV, and AUC were used as the
TABLE II. Symtosis classification results (the listed values are average of values obtained in the three folds) TN: true negatives, FN: false negatives, TP: true positives, FP: false positives, A: accuracy, PPV: positive predictive value, Sn: sensitivity, Sp: specificity.

| Feature combination A: All features except the HOS feature ePRes(12°) | DT | 8   | 6   | 9   | 2   | 65.3 | 78.5 | 57.8 | 76.7 |
| Feature combination B: All features except the DWT feature DWTMean1sym4 | DT | 10  | 2   | 13  | 0   | 93.3 | 100  | 88.9 | 100  |
| Feature combination C: All features except the texture feature SRE | DT | 10  | 2   | 13  | 0   | 93.3 | 100  | 88.9 | 100  |
| Feature combination D: All features | DT | 10  | 2   | 13  | 0   | 93.3 | 100  | 88.9 | 100  |

The maximum accuracy that could be achieved using all the features except the HOS feature (ePRes(12°)) was only 65.3% using the DT classifier and 77.3% using the Fuzzy classifier (feature combination A in Table II). However, this accuracy increased significantly to 93.3% using DT classifier and 86.7% using the Fuzzy classifier on inclusion of the HOS feature during training (feature combination D in Table II). This significant increase in the accuracy demonstrates the capabilities of the HOS feature that were highlighted in Sec. II.B. The significant difference in the value of this phase entropy HOS feature for both classes of images (Table I) indicates that there are variations in the nonlinear dynamics in the image captured from a normal liver and that from a liver affected by FLD. The phase entropy feature has clearly captured these different nonlinear interactions in both the normal and abnormal liver images. The DWT feature (DWTMean1sym4), on the other hand, did not have such a significant impact on the accuracy as evident from Table II. It can be seen that the performance measures obtained with and without the DWT feature are almost the same for both the classifiers (Feature Combinations B and D in Table II). A similar case was observed in case of the SRE feature (Feature Combinations C and D in Table II). Moreover, we also performed classification with the inclusion of four individual DWT coefficients (averages of each set of coefficients cA1, cH1, cV1, and cD1 at level 1) instead of using their average. The classification accuracy was still lower than 90% (results not shown in Table II). Furthermore, when we trained the classifiers with only the HOS feature, we obtained a low accuracy of around 64% for both classifiers (not shown in Table II). This indicates that either all three features or ePRes(12°) and DWTMean1sym4 features or ePRes(12°) and SRE features should be used in the DT classifier to obtain the highest accuracy of 93.3%. This is because classifiers present different class separability based on the features input to them. From our experience, we inferred that the DT classifier provides good separability between the two classes with Feature Combinations B, C, and D in the table.

Moreover, the average AUC of the DT classifier was 0.933 and that of the Fuzzy classifier was 0.883. These values indicate the excellent performance of these classifiers. The ROC curves are depicted in Fig. 5.

IV. DISCUSSION

A few studies have been carried out to automatically classify diffuse liver diseases. We present a summary of these studies here and in Table III. Kyriacou et al. used the texture feature algorithms such as fractal dimension texture analysis (FDTA), the spatial gray level dependence matrices (SGLDM), the gray level difference statistics (GLDS), the gray level run length statistics (RUNL), and first order gray level parameters (FOP) to classify three sets of ultrasound liver images, namely, fatty, cirrhosis, and normal (30 samples each). A ROI of $32 \times 32$ pixels in size was selected by an expert physician before feature extraction was done. The combination of FDTA and SGLDM features in a KNN classifier resulted in an accuracy of 82.2%. In another study by the same group, they applied the algorithms on four sets of images, namely, normal, fatty, cirrhosis, and hepatitis. They obtained the highest accuracy of 80% using a combination of RUNL, SGLDM, and FDTA in the KNN classifier. On using a novel neural network classifier based on geometrical fuzzy sets, the same group demonstrated an accuracy of 82.67% in classifying normal, fatty, and cirrhotic liver images.

In a study by Badawi et al., eight features, namely, the mean gray level, the percentile 10%, the contrast, the angular...
second moment, the entropy, the correlation, the attenuation, and the speckle separation, were extracted from 140 ultrasound images belonging to either normal, fatty, and cirrhotic livers and fed to a fuzzy classifier. Ninety six percent sensitivity was obtained for classification of the fatty livers. These results were higher than those obtained by the same group on using other classifiers. Lee et al.

Wan and Zhou extracted the mean and energy from the subimages obtained from wavelet packet transform applied images. Thirty two such features from 390 normal and 200 cirrhosis samples were used in a SVM classifier and an accuracy of 85.79% was obtained. Wavelet transform resulted in only 77.65% accuracy.

Lee et al.

Mougiakakou et al.

Lin

Lin

In this work

<table>
<thead>
<tr>
<th>Authors</th>
<th>Modality/classes</th>
<th>Features/classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kyriacou et al.</td>
<td>Ultrasound/fatty, cirrhosis, normal</td>
<td>11 texture features/KNN classifier</td>
<td>82.2%</td>
</tr>
<tr>
<td>Kyriacou et al.</td>
<td>Ultrasound/fatty, cirrhosis, normal</td>
<td>10 texture features/KNN classifier</td>
<td>80.0%</td>
</tr>
<tr>
<td>Kyriacou et al.</td>
<td>Ultrasound/fatty, cirrhosis, normal</td>
<td>12 texture feature algorithms/neural network classifier based on geometrical fuzzy sets</td>
<td>82.7%</td>
</tr>
<tr>
<td>Badawi et al.</td>
<td>Ultrasound/normal, fatty, cirrhotic</td>
<td>8 numerical quantitative features from ultrasound/Fuzzy classifier</td>
<td>Accuracy not reported; Sensitivity: 96.0%</td>
</tr>
<tr>
<td>Wan and Zhou</td>
<td>Ultrasound/normal, cirrhotic</td>
<td>32 wavelet packet transform-based features/SVM classifier</td>
<td>85.8%</td>
</tr>
<tr>
<td>Lee et al.</td>
<td>Ultrasound/normal, hepatoma, cirrhosis</td>
<td>Fractal feature vector based on M-band wavelet transform/hierarchical classifier</td>
<td>96.7%</td>
</tr>
<tr>
<td>Ribeiro and Sanches</td>
<td>Ultrasound envelope RF image/normal, fatty</td>
<td>3 intensity and texture features/Bayes classifier</td>
<td>95%</td>
</tr>
<tr>
<td>Yeh et al.</td>
<td>Ultrasound images of fresh human liver samples/steatosis and nonsteatosis</td>
<td>Gray-level concurrence and nonseparable wavelet transform/support vector machine classifier</td>
<td>90.5%</td>
</tr>
<tr>
<td>Mougiakakou et al.</td>
<td>CT/normal, cyst, hemangioma, hepatocellular carcinoma</td>
<td>5 sets of texture-based features/multiple classifier system using five neural networks</td>
<td>93.8%</td>
</tr>
<tr>
<td>Lin</td>
<td>Age, blood tests/normal, liver disease</td>
<td>CART to detect presence of liver disease, CBR to diagnose the type of liver disease</td>
<td>90.0%</td>
</tr>
<tr>
<td>Lin</td>
<td>Age, blood tests/normal, liver disease</td>
<td>ANN to detect presence of liver disease, CBR + AHP to diagnose the type of disease</td>
<td>94.6%</td>
</tr>
<tr>
<td>In this work</td>
<td>Ultrasound/normal, fatty</td>
<td>3 texture, wavelet transform and higher order spectra features; decision tree classifier</td>
<td>93.3%</td>
</tr>
</tbody>
</table>

An intelligent model that detects the presence of liver disease using classification and regression tree (CART) and classifies the type of liver disease in the detected cases using a case-based reasoning (CBR) technique was developed by Lin. The model was developed using 340 samples and comparative study was done using 170 samples. It was found that CART had an accuracy of 92.94% in the detection of the presence of liver disease. A 90% diagnostic accuracy was registered by CBR in classifying the type of disease. They concluded that the CART rules can help the physician in liver disease detection, whereas CBR had the capability of retrieving the most similar case in the database in order to solve new cases. Lin and Chuang developed a similar intelligent liver diagnosis model using artificial neural network (ANN) instead of CART for detecting the presence of liver disease and integrated analytic hierarchy process (AHP) with CBR for diagnosing the type of disease. Using 39 clinical features from 300 patients as inputs to a three-layer back-propagation ANN, 98.04% accuracy was obtained in detecting the presence or absence of liver disease. AHP integrated with CBR could detect the type of disease with 94.57% accuracy.
A review of the literature indicates that ultrasound is the most commonly used modality for liver imaging, and most data mining-based studies use the ultrasound images to characterize the liver tissue. Hence, we used ultrasound images in our work. Among the ultrasound-based studies, it is evident that the accuracy obtained in Refs. 34–38 is not as high as what we have obtained in our work. The limitation of the work by Lee et al.39 is that prior to the image analysis, the region of interest covering the liver parenchyma without major blood vessels, acoustic shadowing, or any type of distortion was chosen manually by a physician. Hence, the process is not completely automated unlike our work. In Ref. 40, all the features were derived from the images obtained from envelope RF images, whereas in our work we used the B-mode ultrasound images directly for feature extraction. This reduces the computational complexity of the algorithm. Moreover, in all these studies except Ref. 40, the proposed algorithms were for classifying normal livers from other abnormal classes like fatty, cirrhosis, and hepatoma. In our current work, Symtosis system is used for classification of normal vs fatty liver disease. We intend to extend our technique for other abnormal classes in our future studies. Two of the major advantages of the proposed technique over the other studies in the literature are the determination of the unique and promising combination of these three features for obtaining high classification accuracy and the demonstration of the powerful capabilities of the HOS feature in improving liver image classification accuracy. Moreover, to obtain robust classification accuracies, we have used threefold cross-validation technique unlike most studies in the literature which used hold-out technique that results in less robust performance measures.

In our Symtosis design work, on using all the features including the HOS feature, the DT classifier resulted in high accuracy of 93.3% and balanced sensitivity (88.9%) and specificity (100%) values. The classification results indicate that the classification accuracy is influenced not only by the choice of features (type and number) but also on the choice of the classifier. We believe that by adding more relevant features we can improve the overall performance of our classifier. In future, a larger dataset from a multiethnic population would be studied. A variety of texture features and WPT-based features would be analyzed to improve the accuracy. We also intend to incorporate, in future, the information about the aggressiveness of the disease in the abnormal cases in order to more clearly understand how the features discriminate the normal and abnormal cases. We plan to use the speckle images obtained from the envelope radio frequency (RF) images to extract the features to investigate if the accuracy may be improved further at the expense of a slightly higher computational cost.

In spite of these limitations, the following are the key features of the proposed Symtosis CAD-based technique. (a) The technique is fully automated and does not require any segmentation to select the region of interest. Traditional ultrasound liver images are the only input required. (b) The novelty of the work lies in the fact that this is the first study that has exploited the HOS features and the combination of three features for FLD detection. We have demonstrated the utility and power of these features by evaluating the performance of the classifiers by training them without and with the HOS feature. It is evident that the accuracy significantly increased from 65.3% to 93.3% on including the HOS feature for classifier development and evaluation. (c) A high classification accuracy has been obtained (93.3%) with 100 samples. This emphasizes the discriminating capability of the significant features used. To account for the small sample size, we have employed the cross-validation data resampling technique in order to build robust classifiers. (d) The high classification accuracy has been achieved using only three features, making the entire process computationally less complex and cost-effective. (e) No additional cost is needed to incorporate the built classifier into a physician’s computer. Executable software can be written and it can be downloaded from the internet easily. (f) No expert training is necessary to operate the software. The user has to only input the acquired liver ultrasound image, and the software will output the class label.

V. CONCLUSIONS

In this paper, we explored the possibility of a CAD-based technique called Symtosis for the classification of normal and liver affected by fatty liver disease (abnormal cases). The combination of image texture, higher order spectra, and discrete wavelet transform-based features that were extracted from the liver ultrasound images was used for training the classifier. Among the extracted features, three highly discriminating significant features alone were used to train and build two supervised learning-based classifiers. Using only three features, the DT classifier presented a high accuracy of 93.3%. The sensitivity and specificity were 88.9% and 100%, respectively. It can be seen that significant performance measures have been obtained using a considerably large dataset. Since the technique is fully automated and highly user friendly, it can be easily used in clinical practice. We believe that with the inclusion of more representative features, it should be possible to improve the current accuracy of the technique. In future, we intend to evaluate the proposed technique using a larger dataset containing images from different patients acquired by different operators and containing images belonging to various pathologies.